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Tryhuba A., Zheliezniak A., Tryhuba I., Tatomyr A. Approach and model for forecasting winter wheat
yield using machine learning

An analysis of the relevant subject area and scientific literature on the use of intelligent approaches for
forecasting and planning activities in agriculture has been conducted. This analysis highlights the feasibility of
employing machine learning to predict processes in agriculture. The purpose of this article is to develop a model for
predicting winter wheat yields using historical data and machine learning algorithms, while taking into account the
specific characteristics of processes and resource use in agriculture. The proposed forecasting approach for winter
wheat yields relies on historical data and machine learning algorithms that consider the unique aspects of agricultural
processes and the resources involved. The selection of an effective model for predicting winter wheat yield is based on
a developed algorithm, which involves a systematic implementation of seven stages.

To prepare the data, the authors utilized intelligent analysis algorithms that assess the relationships between
various factors affecting winter wheat yield. With qualitatively prepared data, the research substantiates the model for
predicting winter wheat yield by evaluating its accuracy indicators. Three algorithms were chosen for the study: least
squares (OLS), gradient boosting (XGBoost), and linear regression with polynomial features. Separate models were
created for each algorithm and compared based on quality indicators. The findings indicate that the best model is the
gradient boosting (XGBoost) model, which demonstrated the lowest values across all quality metrics - MSE, RMSE,
MAE, and R-squared. Future research should focus on the development of an intelligent information system for
planning agricultural processes, which includes a module for forecasting winter wheat yields based on the validated
model proposed in this study.
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Tpuryoa A., Kenesusik A., Tpuryoa L., Tatomup A. Ilinxix i mogear mporuoyBaHHsi Bpo:kaiiHOCTi
03MMOI NIIeHHIIi HA OCHOBi MALIMHHOI0 HABYAHHS

ITpoBeneHo aHami3 MpeAMETHOI raidy3i Ta HAayKOBOi JTepaTypH ILIOAO BHUKOPUCTaHHS iHTENEKTyaIbHUX
MiAXO/IB 70 MPOTHO3YBaHHS Ta IUIAHYBAHHS MisUIBHOCTI B CIJIbCBKOMY rocroaapcTBi. OOIpYHTOBAHO OIIBHICTb
BUKOPUCTAHHS MAIIMHHOIO HAaBUYaHHS JUIS MPOTHO3YBaHHS MPOLECIB Yy CiINbCbKOMY rocmojapctsi. OOIpyHTOBaHO
MOJIeNb MPOTHO3YBaHHS BPOXAWHOCTI O3MMOI IIIEHULI Ha OCHOBI BUKOPHUCTAHHS ICTOPUYHMX [AHUX, aJTOPUTMIB
MAIIMHHOTO HABYAHHS Ta BPAaXyBaHHS O0COOIMBOCTEH MPOIIECiB i BAKOPHCTAHHS PECYPCIB Y CLTBCBKOMY TOCIIONAPCTBI.
3anponoHOBAaHMN MiAXiJ A0 MHPOTHO3YBaHHS BPOXKAHHOCTI 03MMOI MINEHHI IPYHTYEThCS Ha BHUKOPHCTaHHI
ICTOPHYHHX JAaHWX Ta AITOPHTMIB MAIIMHHOTO HABYAHHS, SKi BPaXOBYIOTh OCOOJIMBOCTI BHKOHYBAaHHX IIPOIECIB Ta
pecypciB, 3aiIHUX y CiIbChKOMY rocrnozaapcTsi. Bubip edexTuBHOi Moaesni IporHo3y BposkalHOCTI 03UMO1 MIIEHUII
6a3yeThcs Ha pO3poOJICHOMY aNTOPHUTMI, KM Nependavae CHCTEMHE BUKOHAHHS CeMH eTamiB. JIJIs miATOTOBKY JaHHUX
BUKOPUCTAHO IHTENEKTyalbHi aIrOPUTMHU aHali3y, sKi 3a0e3NeuyloTh OLIHKY B3a€MO3B’SI3KiB MK (hakTopamu, IO
BIUIMBAIOTH HAa BPOXKaHHICTh 03UMOT TIICHHIII.

Ha oCHOBi sIKiCHO MiATOTOBICHUX OAHUX OOIPYHTOBAHO MOJENL IMPOTHO3Y BPOXKAHHOCTI 03MMOI HINEHUII,
30IHCHUBIIN OIIHKY TOYHHX ITOKA3HMKIB. [ JOCIIPKEHHS 00paHO TPH alrOpHTMH (CHCTeMa HaiMEHIINX KBaJpaTiB
(OLS), nocusnenns rpanienra (XGBoost) i miniliHa perpecist 3 NOJIHOMiaJbHUMHU XapaKTEPUCTHKAMU. Y pe3yibTarTi
OyIH CTBOpEHI OKpeMi MOJIei, MOPiBHSAHI 3a MOKa3HUKaMH SKOCTi. Ha OCHOBI pe3ynbTaTiB BHSABIICHO, IO HAHKPAIIO0
MOJEIIIO € MOAeNb nocuiaeHHs rpagienta (XGBoost). Bin Mae HaliHIKY1 3HAYE€HHA 3 YCiX MOKa3HUKIB sKOCTi - MSE,
RMSE, MAE i R-kBaapar. [Toganpmii 1ociipKeHHs] HEOOXiJHO MPOBOJUTH B HANPSIMKY CTBOPEHHS 1HTENEKTYalbHOI
iHpopManiiiHOi cucTeMH IUTaHyBaHHS NMPOLECIB y CIIBCHKOMY T'OCIIOAAPCTBI 3 MOAYJIEM NIPOTHO3YBAHHS BPOXKaHHOCTI
03UMOT MIICHHUI[ Ha OCHOBI OOTPYHTOBAHOI HAMU MOJIEII.

KiouoBi ciioBa: mporHo3yBaHHs, BpOXKalHICTh, 03MMa TMiIeHMIs, anroputM XGBoost, Mmonens, mammHHe
HABYAHHSL.

Introduction. In recent years, ilnformation  and livestock production. Smart technologies

technologies have fundamentally changed the
concept of farming, making it more profitable,
efficient, safe, and simple. Using smart
technologies and precision farming systems.
Farmers can build data-based knowledge in crop

provide tools (sensors, drones, satellite images,
etc.) to collect and integrate a variety of data, the
study of which can provide better results for
making management decisions. In 2022, the market
value of smart agriculture in the world was 15.6
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billion U.S. dollars. The expected growth of the
smart agriculture market value in the world in 2027
is 33 billion U.S. dollars, which is almost twice as
much as last year's figures [1]. Smart farming
technology market research presented by Market &
Market's Precision Farming Market by Technology
also shows an expected global growth forecast
through 2031 at a CAGR of 10.7% [2]. One of the
most important topics in agriculture is the
assessment and forecasting of crop yield and
productivity improvement. Since productivity in
agriculture depends on many factors, the use of
machine learning models can provide more
accurate predictions, allowing farmers to avoid
unnecessary losses of resources, harvest, and
optimize the technological process.

The field of crop production is characterized
by the fact that a farmer or agronomist is forced to
make decisions in conditions of incomplete and
inaccurate input information (for example,
regarding feeding and fertilizing plants in different
areas of the field). This difficult task can be solved
based on intelligent data analysis using
mathematical models and intelligent systems. In
animal husbandry, intelligent process planning
information systems can help farmers better
monitor the needs of individual animals, adjust
feeding rations, prevent disease, and improve herd
health. Using wireless loT applications, farmers
can monitor the location, well-being, and health of
animals. Using the results of data and image
processing based on machine and deep learning
methods, it is possible to identify sick animals and
separate them from the herd to prevent the spread
of the disease.

Intelligent systems and smart technologies
help to improve the sustainability of the
agricultural enterprise, increase productivity, and
ensure a reduced impact on the educational
environment. The application of an intelligent
information system using machine learning models
for agriculture can be based on a combination of
technologies such as machine learning, artificial
intelligence, the Internet of Things, technologies
and devices for collecting, processing, analyzing,
and using data, an automated control system for
individual processes (for example irrigation
management), etc. Machine learning models are
capable of detecting complex relationships between
input and output data, as well as making
predictions based on these relationships [4-7]. The
use of machine learning for processing big data in
the agricultural sector can generally improve the
effectiveness of process management and decision-
making.

Analysis of published data and problem
setting. Solving process management problems

with the use of intelligent information technologies
is a fairly common solution in various applied
fields [6; 9-11; 19], as it involves the search for
new and improvement of existing approaches to the
implementation of forecasting processes.

Many scientists in their research [8; 12; 13;
17] pay attention to intelligent data analysis, the
application of machine learning methods, and the
construction of predictive models, expert systems,
and traditional models of statistical analysis for the
search for dependencies and data processing. Many
of these methods have their advantages and
disadvantages, which primarily affect the choice of
approach for building a predictive model.

Analysis of the latest research in the field of
information technologies showed that some
scientists [7; 14; 16; 20-23] were involved in the
justification and development of intelligent
information technologies for agriculture, including
based on data processing based on machine
learning models. Some authors in their works note
that machine learning algorithms can be effectively
used to study the relationships between production
factors, which gives reason to consider the
feasibility of their use for forecasting future values
based on historical data [4-5; 18].

Therefore, the use of machine learning
methods in the development of intelligent
information systems for planning processes in
agriculture will make it possible to increase the
accuracy of forecasting the cultivation of crops (for
example, winter wheat). At the same time, the
solution of this scientific and applied problem
depends on the need to collect high-quality and
relevant data, their processing, and preparation for
further training of the model. The implementation
of the task is possible under the condition of the
implementation of a smart approach and the
principles of precision agriculture, the use of
sensors, and other devices for collecting,
accumulating, and transmitting data. The conducted
research will make it possible to improve the
quality of process management in agricultural
enterprises and contribute to the achievement of
expected productivity indicators in all branches of
agriculture.

The purpose and objectives of the study.
The purpose of the article is to substantiate the
approach and model for forecasting winter wheat
yields based on the use of historical data, and
machine learning algorithms, and taking into
account the peculiarities of processes and resource
use in agriculture. To achieve this goal, the
following tasks need to be solved:

1. to propose an approach and prepare data
for training the model for predicting winter wheat
yield,;
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2. to substantiate the model for predicting
winter wheat yield based on the evaluation of
quality indicators.

Research results. Building a predictive
model for agriculture based on machine learning
methods opens up new perspectives for resource
management,  yield planning,  overcoming
production risks, etc. This approach will allow the
farmer to more accurately forecast various factors
and indicators for the future. To substantiate the
method of machine learning of the intelligent
planning information system in the course of
fulfilling the set tasks of the research, the task of
planning the cultivation of winter wheat was
chosen based on the data of one of the agricultural
enterprises of the region, taking into account the
selection of specific parameters, based on which
the model for the intelligent information system
will be built.

To choose a machine learning algorithm to
solve the given task, such factors as the size,
quality, and nature of the data, the purpose, and set
goals of the research were taken into account, and
further use of predictive data. The choice of a
machine learning algorithm for prediction depends
on the characteristics of the data set. For example,
for processing structured data and forecasting time
series, it can be effective to use algorithms such as
Random Forest or Long Short-Term Memory
(LSTM).

When working with a large amount of data
and extremely complex relationships, deep learning
algorithms, in particular neural networks, can be a
powerful tool for accurate forecasts. Data
preparation, commonly  known as data
preprocessing, entails handling raw data that has
been gathered and readying it for use in machine

learning algorithms. This process ensures that the
input data for training the model is of high quality,
thereby enhancing the effectiveness of the machine
learning model in making accurate predictions.

To solve the task set during the research,
namely the substantiation and construction of a
machine learning model of an intelligent
information system for planning processes in
agriculture, an analysis and data collection was
carried out on the example of winter wheat
cultivation planning (Table). The data were taken
from the Department of Agricultural Development
of the Lviv Regional State Administration. In
particular, data on nitrogen (N), phosphorus (P),
potassium (K), temperature, humidity, soil acidity,
precipitation, and winter wheat yield were collected
from a survey of agricultural enterprises in Lviv
region in 2021. This made it possible to form a
suitable dataset for machine learning.

The specified data set involves using seven
input variables (X1..X7) and, accordingly, one
output variable (Y1). Based on data collection in
specific farms, 1,516 instances of data on factors
affecting the cultivation of winter wheat were
obtained, which were distributed by attributes.

The interactive Jupyter Notebook
environment was chosen to fulfill the research task,
allowing to visualize data, conduct experiments,
and debug machine learning models. The
interactive Jupyter Notebook environment can be
used for a wide range of machine learning tasks,
including cleaning data and preparing it for
machine learning; data analysis and understanding
of their characteristics; development and training of
machine learning models; evaluation of the quality
of machine learning models; deployment of
machine learning models in real systems.

Table Main characteristics of the dataset for building the model
Tabauus OCcHOBHI XapaKTepUCTHKXA HA0OPY AaHUX I TOOYAOBH MO

The name of the data Marking A description or rationale for the choice
Nitrogen N Nitrogen is largely responsible for the growth of leaves on the plant
Phosphorus P Phosphorus is largely responsible for the growth of roots and the
development of flowers and fruits
Potassium K Potassium is a nutrient that contributes to the proper performance of
general plant functions
Temperature temperature Temperature in degrees Celsius
Humidity humidity Relative humidity in percent
Acidity ph Soil ph value
Amount of precipitation rainfall Amount of precipitation in mm
Crop capacity harvest Wheat yield, t/ha

After importing the necessary libraries into
the interactive Jupyter environment, the loading and
output of the initial data array were implemented. The
data was imported from a CSV file into a DataFrame
and saved in tabular format. The reason for using

DataFrame is that it is the main data structure in the
Pandas library that is used for convenient data
processing and analysis. Figure 1 shows a fragment of
imported data for further implementation of the given
task.
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N P K temperature humidity ph rainfall harvest
0 112454037 42213853 125919733 203 820 68 6733 516
1 96.527968 30913770 124239416 19.6 803 7.3 6095 246
2 89529466 43770578 172147264 200 823 65 6638 432
3 B86.088393 43762988 135907373 16.5 80.2 68 6003 19.4
4 107637741 41.808115 149.138370 175 834 72 4143 275

Fig. 1. A fragment of the database on the cultivation
of winter wheat
Puc. 1. ®parmenT 6a3u TaHUX MO0 BUPOIITYBAHHS
03WUMO] MIIEHNL
The next stage of working with the data
loaded into the Jupyter environment involved the

1) calculation of unique values by attributes
and derivation of total number of them to obtain the
distribution of values by this indicator and
understand the characteristics of the data.

2) definition of the DataFrame dimension.

3) call the apply function for each column in
the DataFrame (using an anonymous lambda
function) to count the number of missing values in
each column. This allowed to determine the
number of missing values in each column.

following three consecutive operations:
N P

K temperature

humidity

ph

rainfall

harvest

count
mean
std
min
25%
50%
5%

1516000000
110.994377
16.431427
80105438
97.043035
111.133760
124.247634
139938526

1516.000000
330867944
9521133
15133802
25342854
32.946560
41.059207
49 989670

1516.000000 1516.000000 1516.000000

174229833

31317429
120026406
146 813145
173.921220
200.382101
229773893

18.051385

2227738
14.000000
16.200000
16.100000
19.900000
22000000

77085028
16.243847
14.700000
65175000
£2.100000
90.800000
100000000

1516.000000
7.037797
0.434551
6.300000
6.700000
7.000000
7.400000
7.800000

Fig. 2. Description of the study data
Puc. 2. Onmc qa"Hux JOCIIIKEHHS

1516.000000
556 217876
84 583246
400100000
483 450000
560.250000
627.775000
699 800000

1516.000000
32589842
12817795
15.000000
22300000
29.700000
40.800000
64700000

The input data for training the model analyzed in this way (for example, for anomalies or missing
data) can provide insight into how effective the machine learning model can be in further predictions.

by

d)

e)
Fig. 3. Distribution of data values by such attributes as temperature (a), soil acidity (b), rainfall (c),
and humidity (d)
Puc. 3. Po3mois 3HaueHb JaHUX 32 TAKUMH aTpuOyTaMH, sIK TeMIieparypa (a), KUCJIOTHICTE IpyHTY (0),
KUTBKICTB OmaiB (B), BOJOTICTS (T)

Figure 3 shows how the distributions of the
data for such attributes as temperature, soil acidity,
precipitation, and humidity change. As for
temperature, its values are described by a Weibull
distribution. There is a distinct peak (mode) that
indicates the most extended temperature during
winter wheat cultivation. This is probably the
optimal temperature for growth (17-21°C). The
distribution  shows the variability of the
temperature. The highest peak may indicate
optimal conditions for growth, while low or high
temperatures hurt wheat yields, as evidenced by the
falling tail on the graph. The distribution of soil

acidity values shows a concentration of data within
neutral or slightly acidic values, which is optimal
for growing winter wheat (approximately 6.0-7.5).
The distribution has a pronounced peak in this part,
indicating that most soils in the region are suitable
for wheat cultivation. The pH values that deviate
from the optimum values impair nutrient
absorption, which negatively affects yields. The
distribution of precipitation is normal, with two
peaks corresponding to medium and high levels of
precipitation. Optimal values for growing winter
wheat are 300-500 mm. The presence of tails at
both ends of the distribution indicates periods of
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drought and high precipitation, which is also
reflected in  winter wheat vyields. Moderate
precipitation contributes to good wheat growth,
while heavy or insufficient precipitation leads to a
decrease in yield. The distribution of humidity
values has a peak in the range of medium
percentage humidity (60-70%), which is optimal
for wheat growth, and high humidity (80-95%),
which reduces winter wheat yields. Humidity is
described by an adjusted polynomial distribution
with larger deviations toward lower humidity.
Relative humidity in the optimal zone promotes
healthy plant development. Too low humidity leads
to drying out of plants, and too high humidity leads
to fungal diseases.

Each of the analyzed attributes (temperature,
soil acidity, precipitation, humidity) affects the
yield of winter wheat. The graphs of the

Average Ratio of nitrogen in the soil :
Average Ratio of Phosphorous in the seoil :
Average Ratio of Potassium in the soil
Average temperature in Celsius :
Average Relative Humidity in % is :
7.84
556.22

Average pH value of the soil :
Average Rain fall in mm :

distribution of values make it possible to determine
within which limits the values of these factors are
and which are the most frequent and optimal for
growing winter wheat. Deviations from the optimal
conditions, which are reflected in the extreme
values of the distributions, lead to a decrease in the
yield of winter wheat.

At the next stage of working with the data,
the following operations were performed: the
average value of nitrogen, phosphorus, and
potassium concentration in the soil was determined
and derived; the average temperature in degrees
Celsius; the average value of relative humidity in
percent is derived; the average value of pH in the
soil; average rainfall in millimeters.

Figure 4 presents the results of the evaluation
of statistical characteristics based on DataFrame df.

11@.99
33.97

174.23

18.@5

77.09

Fig. 4. Estimation of statistical characteristics for dataset attributes
Puc. 4. OuiHka CTaTHCTHYHUX XapaKTEPUCTHUK JUIsl HA0OpY aTpUOYTIB TaHUX

Since the temperature regime in the summer period is of great importance for achieving wheat
productivity, the analysis of the distribution of winter wheat productivity indicators was carried out on days
when the temperature was in the regime from 15 to 28 degrees Celsius.

The results of the study are presented in Figure 5.

Fig. 5. Distribution of winter wheat yields by days with temperatures ranging from 15 to 28 degrees Celsius
Puc. 5. Po3noin BposkaltHOCTI 03MMOT MIIICHUIII 32 JHSIMH 3 TEMIIEPATyPHUM PEKUMOM B Jiana3oHi Big 15 mo 28
rpanycis Llenscis

The histogram (Fig. 5) shows the
distribution of winter wheat cultivation when the
temperature was in the range of 15 to 28°C, which
is favorable for plant growth. The histogram has a
pronounced peak in the range of 2.0-3.8 t/ha. This
indicates that the largest number of days in the
range of 15 to 28°C falls on this yield. The
resulting histogram makes it possible to assess the
efficiency of cultivation, identify optimal
conditions for winter wheat and take measures to
increase yields in future seasons.

The next step is to select the attributes
having the highest correlation with the target
feature "yield". This is done with the help of a
correlation matrix, where their average value is
determined for each input factor:

_ N
Xl:%ZXU,jzl,m, (1)
i=1

The correlation matrix is determined by
using the formula:
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- cor(.X;.%,) @
T o(Xxy) oY)

where cor(X i ,Yl) — correlation between

the input data and the target feature Y, .

The correlation between the quantitative
values of the input factors (X1...X7) and the target
feature "yield" (Y1) is determined by the formula:

z%li(x“_yf)(xﬁ_)?j)vl'yJ':l,n, 3)

cor(X;.%)

At the next stage, the attributes that are most
correlated with the resulting attribute “yield” are
selected using the correlation matrix. The obtained
research results indicate that the data set is
qualitative and can be used to build a machine-
learning model at the next stage of the research.

In the present research, it is accepted that the
type and architecture of the model are chosen
following the specific requirements for the task of
forecasting the cultivation of an agricultural crop
using the example of winter wheat.

Based on pre-loading into the interactive
Jupyter Notebook environment, processed and
analyzed data characteristics, key parameters can be
determined and optimal learning algorithms can be
selected to achieve the highest accuracy and
efficiency of the model. Further selection and
adjustment of hyperparameters will allow
optimizing the model for the given task, providing
the best forecasting results within the intelligent
information system. During the research, it was
established the feasibility of choosing the following
algorithms for training the winter wheat vyield
forecasting model: least squares (OLS); gradient
boosting (XGBoost); linear regression with
polynomial features.

To begin with, a model based on the least
squares algorithm was chosen. Building a model
based on this algorithm is quite a popular approach
in regression problems, as it allows finding a linear
function that best reflects the relationship between
independent and dependent variables, minimizing
the sum of squared deviations.

After determining the coefficients of the
model, it can be used to predict the values of the
dependent variable based on new input data. Using
the least squares algorithm provides an efficient and
accurate way to build regression models (Figure 6).

The construction of a forecast model of
winter wheat yield based on the gradient boosting
algorithm, in particular XGBoost, included several
stages. Based on the analysis and data preparation,
the parameters of the model were determined.

Fig. 6. Model based on ordinary least squares (OLS)
algorithm
Puc. 6. Mozens Ha OCHOBI 3BUYAHHOTO allTOPUTMY
HaliMeHImMx kBazaparis (OLS)

After that, the model training process was
implemented using gradient descent to improve the
quality of forecasts (Figure 7). Using an ensemble of
decision trees, XGBoost improves over multiple
iterations, weighting errors and correcting them at
each step. The final step involves tuning the
hyperparameters to  ensure  optimal  model
performance.

import xgboost as xgb

model_xgboost = xgb.XGBRegressor()
model_xgboost.fit(x_train_rfe, y_train)

model_path = r'..
model_xghoost . sav

aine oost_model . mod
_model (model_path)

boost = model xgboost.predict(X_train rfe)

Pl ot. _resu lts(y tr‘aln pred | xgboost, title='XGBoost Tr g Performance')

Fig. 7. Code for creatlng a gradlent boosting model
(XGBoost)
Puc. 7. Kox mist cTBOpEHHS MO MOCHICHHS
rpamienTa (XGBoost)

Construction and training of a predictive
model using a linear regression algorithm with
polynomial features was also carried out.

3 pdplygttlf 1yReg Training Performance (Degree {degree})")

Flg 8 Building a model usmg a Ilnear regression
algorithm with polynomial features

Puc. 8. IToOy10Ba MoJiesi Ha OCHOBI &ITOPUTMY

TiHIHHOI perpecii 3 HOTIHOMIaIbHIMH O3HaKaMU

In the beginning, the original features of the
data are considered, and then polynomial features
are generated and raised to powers to obtain non-
linear dependencies. This model is trained using a
training set, which decides the optimal weight
values for each feature, minimizing the loss
function.

A predictive model based on a linear
regression algorithm with polynomial features is
evaluated on the test set to evaluate its predictive
ability and avoid overtraining. This approach
allows linear regression to adapt to non-linear
patterns in the data, making it effective for
modeling complex relationships.
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XGBoost
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PriyReg (Degrea Z)

Fig. 9. Comparative visual representation of learning results of three types of predictive models
Puc. 9. [lopiBHsUTEHE Bi3yaJbHE PEACTABICHHS Pe3yNbTaTiB HABYAHHS TPHOX THUIIB MPOTHOCTHYHUX MOJAETICH

To choose the optimal model for building forecasts, the quality of the models was evaluated based on
the metrics discussed in the previous sections of the qualification work.

Mean Squared Error (MSE)

a I
s
Mean Absolute Error (MAE)

cx l
00z
000
10
N I

PoiyReg

Root Mean Squared Errer (RMSE)
- oiyReg
Resquared {R2)

Fig. 10. Results of evaluation of accuracy indicators of the obtained forecast models of winter wheat yield
Puc. 10. Pe3ynpraT ONiHIOBaHHS OKa3HUKIB TOYHOCTI OTPUMAaHHX IMPOTHO3HUX MOJEIeH
YPOKalHOCTI 03UMOI TIIIECHHUIT

The MSE metric measures the mean of the
squared differences between observed and
predicted values. RMSE is the square root of MSE
and measures the root mean square error. MAE
measures the average absolute value of the
differences between observed and predicted values.
R-squared indicates how much of the variability in
the explained variable is explained by the model.

Based on the histograms presented in Fig.
10, it can be concluded that the XGBoost model
showed the best results for all evaluated indicators -
MSE = 0.0001, RMSE = 0.003, MAE = 0.003, and
R2=0.99. This indicates its good ability to provide
accurate winter wheat yield forecasts. PolyReg also

demonstrates  good  results  (MSE=0.002,
RMSE=0.043, MAE=0.035, and R>=0.96),
although less accurate than XGBoost. OLS,

although a basic model, performed the worst. This
analysis emphasizes the importance of model
selection to ensure forecast accuracy, especially in
complex systems such as agriculture.

Based on the obtained data, tge authors can
conclude that the best model is the model of
gradient boosting (XGBoost). It has the lowest
values of all quality metrics, including MSE,
RMSE, MAE, and R-squared. This means that it
makes the most accurate forecasts of the values of
the dependent variable, namely the yield index of

winter wheat. This is because the XGBoost model
is good at processing different types of data, such
as numerical indicators (nitrogen, phosphorus,
potassium) and  meteorological  conditions
(temperature, humidity, precipitation). This allows
the model to learn to find relationships between
these indicators for accurate forecasting. In
particular, the XGBoost model builds an ensemble
of decision trees that allow it to identify complex
nonlinear interactions between given parameters
and their impact on winter wheat yield. In addition,
XGBoost has built-in regularization methods that
prevent overfitting.

Different climatic, soil, and agro-climatic
conditions in other regions vary significantly and
affect the relationship between yield and
temperature, humidity, precipitation and soil
composition. Due to the difficulty of collecting
similar data, which was collected for the study
from only one region (Lviv region), there are
limited opportunities to use the model in other
regions of Ukraine. The data cover only one
growing season (2021), which limits the ability to
use the model for long-term yield forecasts.
Different climatic conditions can vary significantly
over the years, so research based on long-term
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observations is needed to improve the model's
accuracy.

While XGBoost performed well on the data
in this study, the model can be sensitive to the
choice of characteristics, such as data size and the
presence of outliers. In cases of significant changes
in the data or increasing persistence, other machine
learning methods may provide better results.

The results were obtained and the approach
was used to predict winter wheat yields. They can
be adapted for other crops, allowing for the
expansion of the use of crop yield prediction
models based on machine learning methods.

Based on the selected predictive model, it is
possible to create an intelligent information system
for planning processes in agriculture with a module
for planning the harvest of winter wheat with a
known predicted yield, which includes:

1. Determination of the expected volume of
the gross collection of crops by using the forecasted
yield and planned sown areas.

2. Plan the need for agricultural machinery
and workers involved in technological processes in
crop production.

3. Planning routes and harvest schedules.
This will make it possible to ensure efficient and
timely harvesting and reduce its losses.

4. Planning of crop storage, and cleaning of
harvested wheat. This is necessary to keep the
harvest in good condition before its sale on the
agricultural market.

CONCLUSIONS

1. The proposed approach to forecasting
winter wheat yields is based on the use of historical
data and machine learning algorithms that take into
account the specifics of the processes performed
and the resources involved in agriculture. The
choice of an effective model for predicting winter
wheat yields is based on the developed algorithm,
which involves the systematic implementation of
seven stages. The peculiarity of this approach is
that the formation of historical data for model
training is based on attributes that reflect the
peculiarities of agricultural processes and
characterize the state of natural resources. To
prepare the data, the authors of the study used
intelligent analysis algorithms that provide an
assessment of the relationships between the factors
that affect the yield of winter wheat.

2. Based on the qualitatively prepared data,
the researchers substantiated the model for
predicting winter wheat yields by evaluating the
accuracy indicators. Three algorithms (least squares
(OLS), gradient boosting (XGBoost), and linear
regression with polynomial features) were chosen
for the study. As a result, separate models were
created and subsequently compared by quality
indicators. Based on the results, it was found that

the best model is the gradient boosting model
(XGBoost). It has the lowest values of all quality
metrics - MSE, RMSE, MAE, and R-squared. This
means that it provides the most accurate predictions
of the dependent variable, namely the winter wheat
yield index. Further research should be carried out
in the direction of creating an intelligent
information system for planning processes in
agriculture with a module for forecasting winter
wheat yield based on the model the authors have
substantiated.
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